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A major focus of aircraft design is the enhancement of CFD-based optimal shape design methods with improved solution accuracies from mesh adaptation, or efficient gradient calculations from adjoint formulations. The key goal of these enhancements is to increase the accuracy of the solution while reducing the computational wall-time. This study is specifically interested in quantifying the impact of mesh adaptation and approximate gradients from continuous adjoint methodologies while performing Gradient Based Optimization (GBO) or Surrogate Based Optimization (SBO).

In the course of this work we have discovered conditions in which these various gradient methods can actually degrade the performance of the optimizer. For example, we have observed that bias errors from continuous adjoint gradients, which are traditionally acceptable for GBO methods, are not acceptable for basic SBO methods, which make a stronger assumption of objective-gradient correlation. We have also observed that applying mesh adaptation to continuous adjoint solutions can exacerbate this error enough to effect GBO convergence rates.

In attempting to improve the convergence of the optimizers, we have built several approaches to better condition gradient accuracies. In one approach we filter the surface sensitivities before projecting them into a parameterized design space. In another approach, we build surrogate models capable of learning the noise of the system. This paper will present the work completed towards developing these methods, and will provide examples in the form of analytical test cases and demonstrative aerodynamic problems.

I. Introduction

A. Motivation: Supersonic Passenger Jets

Under NASA’s Supersonics Project, Stanford University is collaborating with the Lockheed Martin Corporation to advance the state of supersonic, low-boom passenger jet technology. Stanford University is contributing to this effort by developing a generic Multi-Disciplinary Analysis and Optimization (MDAO) framework capable of identifying aircraft designs that demonstrate increased fuel efficiency by reducing drag and reduced sonic boom loudness using techniques for optimal shape design.

The motivating work of this paper is focused on the shape design of the N+2 Supersonic Passenger Jet. It is specified to fly at Mach 1.6-1.8 with a range of 4000+ nmi and a capacity of approximately 35-70 passengers. The loudness target is a perceived loudness level of 85 PLdB, which is slightly above the level of conversational noise. The cruise NOx emissions target is lower than 10 g NOx / kg of fuel burned, and the fuel efficiency target is more than 3 pax-mi / lb of fuel burned. Our contributions are meant to help directly with the range and sonic boom requirements, and indirectly with cruise emissions and the fuel efficiency target.

In previous work not presented in this paper, we approach this problem using inverse shape design on an azimuthal series of target equivalent area distributions. To analyze the boom loudness and drag, we are performing high fidelity CFD simulations in the near field and extracting a pressure signature two body-lengths below the aircraft. Using classical linearized supersonic aerodynamics theory, we convert this
signature into the equivalent area distribution of a body of revolution, which can then be compared to a target
distribution known to have low perceived loudness.\textsuperscript{1} The shape of the aircraft is changed using arbitrary
Free Form Deformation (FFD) control boxes to drive the aircraft’s equivalent area distribution to match the
target. This inverse design approach is constructed to ensure a smooth behavior of the high-fidelity design
problem.\textsuperscript{2}

We are using our open-source solver, $SU^2$, for all direct and adjoint calculations.\textsuperscript{4} $SU^2$ is a general
purpose partial differential equation solver equipped with tools for optimal shape design including direct
flow and adjoint solvers, free-form mesh deformation, and goal-oriented adaptive mesh refinement. These
tools are wrapped in python to efficiently manage the input and output of data.

B. Methods: Optimization Approaches

To address the high computational cost of the CFD simulations and to enable global design space optimization,
we are using Response Surface Modeling (RSM) with gradient-enhanced Gaussian Process Regression
(GPR). Gradient information available from an adjoint solution is used to increase the accuracy of the
RSM at low computational cost. A large body of work has been built around RSM techniques, especially
using a stochastic modeling technique known as Kriging\textsuperscript{5,6} and its gradient enhanced relative known as
Co-Kriging.\textsuperscript{7,8} GPR is a superset of Kriging, and is formulated by conditioning a probability distribution
over random functions. In general both GPR and Kriging result in the same mathematical fitting models.\textsuperscript{6,9}
However, GPR is built within the context of machine learning, which allows more flexibility when dealing
with complex design spaces.\textsuperscript{10}

Response surface models can be used in what is known as Surrogate-Based Optimization (SBO). To generate
an initial response surface, a set of designs are sampled using Design of Experiment (DOE) techniques
such as Latin Hypercube Sampling. Because the locations of these points are not dependent on each other,
they can be run in parallel, dramatically reducing wall-clock time if the resources are available. After this
initial sample, additional design points are chosen using an Infill Sampling Criterion (ISC). It is common to
take advantage of the uncertainty information available from stochastic response surface models like GPR
to efficiently add points that attempt to improve the accuracy of the model near regions of optimal design.\textsuperscript{11}

An equally large body of work has been built around surrogate-based optimization. Forrester provides a
thorough summary of different infill sampling criterion.\textsuperscript{12} Several studies describe its application to aircraft
design problems.\textsuperscript{13–16} In previous work, we explored the use of ISCs to further improve the SBO process
using a hybrid infill sampling criteria with expected improvement and estimated optimum.\textsuperscript{17}

Alternatively, we are able to apply Gradient Based Optimization (GBO) to solve for local minima.
Compared to SBO, GBO can require fewer function evaluations in higher dimensional design spaces at the
cost of performing local optimization. In this study, we use a sequential quadratic programming (SLSQP)
optimizer built into the Scientific Python (scipy) toolbox.\textsuperscript{18–20} At every iteration, this code chooses a
search direction based on the constrained optimization of a second-order least-squares response surface (the
quadratic program). It then performs a line search in this direction to find a point that satisfies first and
second order optimality conditions. At each major iteration the response surface is updated with the BFGS
update rule. Convergence is declared when improvement of the objective, or norms of the gradients and
Hessian fall below a tolerance.\textsuperscript{19,20}

Both optimization methods rely on the calculation of sensitivities of the objective and constraints in the
design space. In this paper we examine the use of adjoint formulations and finite differencing to perform
sensitivity analyses.

While adjoints are efficient and accurate, they build on discretization approximations. Two formulations
for adjoints currently exist. Both reformulate the direct solution to solve for the sensitivity of functions
of the flow to an input such as geometry variations. The “discrete” adjoint is built completely on top of
the direct discretized solution. This results in a numerical model of the sensitivity in the discretized flow
solution. The “continuous” adjoint is built from the original governing partial differential equations (PDE).
This results in a numerical model of the sensitivity of the physical flow. While it still depends on the direct
solution, the result of a continuous adjoint is expected to be more physically exact than the discrete adjoint
because it relates to the actual solution and gradients of the continuous PDE.\textsuperscript{21}

In the case of an infinitely refined mesh, the continuous and discrete adjoints will yield the same solution
and gradient information. However, most design problems will only allow a practically-refined mesh. In this
case, the discrete adjoint will be a better estimate for the sensitivity in the numerical flow solution, and the
continuous adjoint will be a better estimate for the sensitivity in the physical flow.\textsuperscript{22}
The finite differencing approach is commonly used as a reference for gradient accuracy in the absence of discrete adjoint or complex step methods. It is a more expensive approach but numerically similar to the discrete adjoint. An important parameter to be chosen for finite differencing is the order of the step size. Automatic finite differencing is one method that approaches this by maximizing accuracy while minimizing truncation error.

The sensitivity of $N$ objective to $M$ design variable requires the solution of $N \times M$ additional mesh perturbations and flow solutions for a first order approximation. However because this estimate of the gradient is built on the direct solution only, it will be more closely correlated.

C. Problem: Gradient De-correlation

A key assumption in gradient-enhanced Response Surface Modeling that is important to the current work is that the correlation of all input information can be modeled by a covariance function. Typically when performing gradient enhanced RSM with Kriging or GPR, an exact correlation model is used to relate the function and its gradients.\textsuperscript{8} As identified by Dwight,\textsuperscript{23} violations of this model have adverse effects on the quality of the fit.

De-correlation of objectives and gradients can effect gradient based optimization as well. However, many modern methods use approximate Hessians with an under-fitting surrogate model such as a quadratic polynomial, which expresses a weak assumption of the behavior of the data in small regions. Along with various relaxation techniques, this makes GBO more robust, but not insensitive, to gradient errors.

The key problem that we will identify, explore and address in this paper is the quality degradation of optimization methods that occurs when using function and gradient data that are de-correlated because they possess varying levels of “physical” exactness.

Here we define physical exactness as the ability of the numerical model to describe the real physical flow. We include governing flow equations, adjoint equations, and finite differencing in this set of numerical models. Each numerical model has limits of physical exactness, based on for example numerical scheme or step size. In this limit, we describe a digit of precision as “physically representative” if an engineer would use it to make a decision between two candidate designs. Experience is largely a determining factor in setting the maximum level of physical representivity. For example, in the case of the Euler simulation of a transonic NACA0012 airfoil (an example we will rely on heavily for this paper), it is uncommon to use estimates of drag coefficient more accurate than 4 digits of precision.

There are four cases that we have identified where variations in physical exactness can potentially affect the convergence of SBO and GBO methods.

First, the continuous adjoint is commonly used because it is simpler to derive than the analytical discrete adjoint, and carries less numerical cost than the discrete adjoint.\textsuperscript{22} In the case of a practically refined mesh, the sensitivity from the continuous adjoint will not be well correlated to the direct flow solution because it is based on the physical, not the numerical flow solution. Moreover, surface formulations for the computation of the gradients can greatly reduce the computational cost (by avoiding the need for perturbing the volume mesh) but can also introduce slight errors in finite-size meshes.

Second, it is a natural motive of automatic finite-differencing approaches to minimize step size. However, these methods are not able to detect the limits of physical models which may produce gradients that are numerically accurate in the limit of small step size, but with large physical inaccuracy (or at least not correlated with the physical model).

Third, by adding smaller and smaller cells to the mesh, gradient-based mesh refinement adds high-frequency components to the flow features. In the case of the direct solution, this allows it to sharpen discontinuities such as shocks. In the case of the continuous adjoint solution however, these high-frequency components violate a strong assumption of smoothness and thus introduce inaccuracies.

Fourth, while gradient-based mesh refinement will tune the direct solution for numerical exactness, a similar refinement on the adjoint solution could result in a very different mesh because the adjoint field has different features. It may then be the case that accuracy of the sensitivity information relative to the direct solution is sacrificed, unless the adjoint solution is refined as well.

These factors will negatively effect the performance of a response surface and can hamper the convergence of SBO and GBO optimizations without methods to manage gradient inaccuracies.
II. Theoretical Background

The following sections will demonstrate the theory behind our approaches to managing gradient inaccuracies. First we will present a short background on our surface formulation for continuous adjoint problems. We will then describe a filtering approach for correcting surface sensitivity information from adjoint solutions, and a two-step refinement approach for direct and continuous adjoint solutions.

Finally, we will present a response surface model based on GPR in which we identify where the assumption of function-to-gradient correlation is made. Accompanying this will be a description of a noise regression method that could be used to address the current problem where inaccurate gradients violate this assumption.

A. Adjoint Approach for Estimating Gradients

1. Introduction to Adjoint Methods

The adjoint method was originally applied to aerodynamics by Jameson, adapting ideas originally formulated by Lions on optimal control of systems governed by partial differential equations (PDEs). The adjoint equations can be conveniently formulated in a framework to calculate the sensitivity of a given objective function \( J(f \text{ for the RSM problem}) \) to parameters \( \alpha \) in a problem governed by the set of equations which can be represented by \( G(U, \alpha) = 0 \), where \( U \) is the solution.

The additional computational cost of solving the adjoint problem is generally of the order of one additional flow solution, and the adjoint variables represent the sensitivities of \( J \) to changes in all of the parameters that define the problem at every point in the domain. In contrast, though finite difference methods can also be used to find these sensitivities, they are in general significantly more expensive, requiring at least one additional flow solution to find the gradient of the objective function to each parameter in the domain.

There are two main ways to characterize the adjoint approach, as a discrete method, in which the discretized governing equations are used to derive the adjoint equations, and as a continuous method, in which the adjoint equations are derived from the analytical PDEs. The adjoint equations for both approaches can be derived in two different ways, via the Primal-Dual Equivalence Theorem or via an optimization framework using Lagrange multipliers, but in this paper we introduce only the latter method, presenting both the discrete and continuous derivations via the same general approach. This follows the convention used by Taylor.

The discrete and continuous approaches are found to have relative advantages and disadvantages over each other. In theory a discrete method can handle PDEs of arbitrary complexity without significant mathematical development and can treat arbitrary functionals. However, this method requires the evaluation of discrete Jacobians, which we denote as \( \frac{\partial}{\partial \alpha} \) to distinguish from their continuous alternatives \( \frac{\partial}{\partial \alpha} \), and there are two main ways to do this. The first is to analytically derive these terms from the discretized forms of the flow residuals and then develop code based on this, and the second it to use algorithmic Automatic Differentiation, either via source code transformation or operator overloading. The former approach requires significant development, more than that generally required in the continuous method, while the latter is computationally expensive, with large memory storage requirements.

In comparison, the continuous adjoint requires significant theoretical development but is better connected to the underlying physics and can be solved in a method independent of the flow solution scheme. However, it is more limited in the types of functionals and governing equations that can be treated, and the gradient calculated will differ more substantially from that found by finite differencing, although as the mesh is refined, all three gradients, discrete, continuous and finite difference, should converge.

2. Continuous Adjoint Approach for Surface Deformations

We provide a brief overview of the development of our continuous adjoint approach for calculating performance variable sensitivities with respect to surface deformations. The sensitivity of the numerical residual \( R \) to a parameter \( \alpha \) can be written as:

\[
\frac{dR}{d\alpha} = \frac{\partial R}{\partial U} \frac{dU}{d\alpha} + \frac{\partial R}{\partial \alpha} = 0,
\]

rearranging this last equation gives:

\[
\frac{dU}{d\alpha} = -\left(\frac{\partial R}{\partial U}\right)^{-1} \frac{\partial R}{\partial \alpha}.
\]
In a similar way the sensitivity of the objective function $J$ to the parameter $\alpha$ can be written as

$$\frac{dJ}{d\alpha} = \frac{\partial J}{\partial U} \frac{dU}{d\alpha} + \frac{\partial J}{\partial \alpha},$$

where using the result from Eq. 2 gives

$$\frac{dJ}{d\alpha} = -\frac{\partial J}{\partial U} \left( \frac{\partial R}{\partial U} \right)^{-1} \frac{\partial R}{\partial \alpha} + \frac{\partial J}{\partial \alpha},$$

Finally, the adjoint equation is defined as:

$$\left( \frac{\partial R}{\partial U} \right)^T \psi = -\left( \frac{\partial J}{\partial U} \right)^T,$$

and the variation of the objective function can be written as

$$\frac{dJ}{d\alpha} = \psi^T \frac{\partial R}{\partial \alpha} + \frac{\partial J}{\partial \alpha}.$$

To find the objective sensitivities to surface based deformations, we consider an arbitrary (but small) perturbation of the boundary $S$ which, without loss of generality, can be parameterized by an infinitesimal deformation of size $\delta S$ along the normal direction to the surface $S$. Assuming a regular flow solution $U$ and a smooth boundary $S$, the variation of the functional $J$ due to the deformation can be evaluated with a solution to the adjoint equations. These are the surface sensitivities to the objective $\frac{\partial J}{\partial S}$.

Given a parameterization of the surface deformation by a set of design variables $x$, we estimate the sensitivity of the surface to design variables with finite differencing. These gradients are insensitive for a large range of step sizes. We finally calculate the sensitivity of the objective to the design variables by the chain rule

$$\frac{\partial J}{\partial x} = \frac{\partial J}{\partial S} \frac{\partial S}{\partial x}.$$

### 3. Gradient-Based Error Estimation and Grid Adaptation

We are using a gradient-based mesh adaptation scheme built into SU2. Given a component of the flow $U_i$, we can estimate the build a sensor, $Z$ for indicating adaptation in the cell $\Omega$ with

$$Z(U) = |\Omega|^{\alpha} \sqrt{(\partial_x U_i)^2 + (\partial_y U_i)^2},$$

where $\alpha$ is a constant used to de-emphasize small cell volumes $|\Omega|$. In the case of refining a direct solution, we take density to be the flow component used in the adaptation sensor. In the case of refining an adjoint solution, we use the density-adjoint component. Cells are split at locations of high sensor values. Cells along the surface of the airfoil are reconstructed with a linear interpolation between nodes.

Results for two adaptation steps are shown in Figure 1. As expected, refinement is occurring around the shock and other regions of high flow gradients.

However, Figure 2 shows that the adjoint solution has very different behaviors. Several locations, such as around the mid section of the wing, could benefit from mesh refinement for the adjoint. There are several ways to approach the refinement of the adjoint solution, due to its dependence on the direct solution and the need for multiple adjoint solutions in constrained optimization problems.

As a first example, one may build a refinement indicator in a multi-objective sense to refine the grid by direct and adjoint solutions simultaneously. This is an intuitive approach, but in order to accommodate multiple adjoint solutions, one must repeat this adaptation loop for each performance parameter, resulting in different refinements of the direct solution.

As a result, we have explored the use of a two-step adaptation of the grid. First, we adapt the direct solution as described before. Then from this mesh, we adapt it separately for each relevant adjoint solution, and only updating the adjoint solution at each adaptation cycle. This results in one output grid for the direct solution, and one output grid for each adjoint solution. While computationally expensive, it is still easier to evaluate than running an isotropically refined solution with finest elements of similar size.
Figure 1: Example Gradient-Based Mesh Adaptation

Figure 2: Comparison of Direct and Adjoint Flow Solutions

Figure 3: Adjoint Solutions and Grids of Var
In Figure 3, an adapted adjoint solution for drag added cells around the mid-chord and trailing edge of the airfoil, resulting in a final grid size of 22-thousand cells. This is shown against a comparable isotropically refined grid, which needed 200-thousand cells to match the finest cell size of the adapted grid.

One may be able to build a refinement indicator as a function of the direct solution and all relevant adjoint solutions. While this may address the refinement needs of all solutions, it may also sacrifice the refinement of one solution for another given a limited number of cells to add. The merit of such an approach was not explored in this paper and is an area of future work.

B. Filtering Techniques

Our derivation of the adjoint equations for shape design rely on an assumption of smoothness of the adjoint variables. Discontinuous flow features like shocks violate this assumption and can result in high-frequency oscillations or noise in the surface sensitivities.

For example, Figure 4 shows the surface sensitivity for a NACA0012 airfoil adapted for the direct solution. Several large amplitude impulses are present near the sonic points and shock locations. The asymptotic behavior approaching the trailing edge can be explained by the significant dependence of the trailing edge on the behavior of the flow. However, the large amplitude noise that appears at the edge is a numerical artifact created by the sharp training edge.

![NACA0012 Surface Sensitivities](image)

Figure 4: Example NACA0012 Surface Sensitivities for Lift

Smoothing the adjoint surface sensitivities by applying different filters is a common approach for shape design studies which directly deform the shape based on the surface sensitivities. In our study, we project the the surface sensitivity in to a design space of Hicks-Henne bump functions, which can be seen as a filter in itself. Adding a smoothing filter before this is meant to further condition the surface sensitivities towards improving the accuracy of the gradients in the design space.

There are several methods available for filtering the surface sensitivities. A simple first approach is to apply window-based smoothing techniques such as moving average or hamming window filters. Another appropriate approach is a low-pass fourier filter, where the cut-off frequency is chosen based on the edge lengths on the airfoil. A third filter is the Sobolev gradient, which has been applied to the problem of smoothing surface sensitivities by Jameson.30

In the course of this study, we examined the windowed smoothing, Fourier filtering, and Sobolev gradient approaches, but found the Sobolev gradient most effective. We will present this method and it’s effects on the design space gradient accuracies throughout the rest of this paper.

1. Sobolev Gradient

The Sobolev gradient smooths a signal according to its Laplacian by taking the input \( x(t) \) and produces smoothed output \( y(t) \) by solving the PDE,

\[
y(t) - \varepsilon \frac{\partial^2 y}{\partial t^2} = x(t), \tag{9}\]
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where $\varepsilon$ is a constant that controls the degree of smoothing. For this problem, the input signal $x(t)$ is the surface sensitivities as a function of airfoil arc length, $t$, starting from lower trailing edge, and traveling around clockwise to the upper trailing edge.

To solve this on the discretized surface mesh, we setup a system of linear equations of the form

$$y_i - \varepsilon \frac{1}{t_{i+1} - t_{i-1}} \left( \frac{y_{i+1} - y_i}{t_{i+1} - t_i} - \frac{y_i - y_{i-1}}{t_i - t_{i-1}} \right) = x_i$$

which can arranged into the problem $y = A^{-1}x$ and solved with a standard linear algebra package. We apply Dirichlet boundary conditions at the beginning and end of the airfoil arc length. Before smoothing, we also remove the numerical artifacts at the trailing edge by truncating values within 1% chord from the trailing edge.

The effect of the smoothing on the surface sensitivities is shown in Figure 5 for various values of the constant $\varepsilon$. As the value of $\varepsilon$ increase, the amount of smoothing increases and tends to round out the peaks of the signal. We can also see the smoother removing high-frequency noise that appears near adapted regions.
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**Figure 5: Example Smoothed Surface Sensitivities**

### C. Response Surface Modeling with Gaussian Process Regression

We will now describe the Gaussian Process Regression approach we use for surrogate based optimization. GPR is as super-set of Kriging. It approaches regression from a Bayesian standpoint by conditioning a probabilistic function to training data.\(^{31}\) For example, it can be shown that in the case where the probabilistic prior is assumed to be a Gaussian process with a stationary zero mean, the resulting model matches that of Simple Kriging (SK). Because GPR is posed as a conditioning problem and not an expected error minimization problem, it may have more flexibility when handling poorly behaved design spaces, such as discontinuities as found by Chung,\(^{7}\) or in our case noisy response functions. This is one of the key motivations for our exploration of Gaussian Process Regression.

#### 1. GPR Mathematical Description

Following the derivation given by Rasmussen,\(^{31}\) Gaussian Process Regression is approached by conditioning a multivariate normal distribution.

$$f \sim \mathcal{N}(\mu, [\sigma])$$ \hspace{1cm} (11)

where $f$ is a normally distributed function with mean vector $\mu$ and standard deviation matrix $[\sigma]$.

For this paper, we take a uniformly zero mean vector, and populate the standard deviation matrix with a covariance submatrix $k$ that is a function of training and estimated data:

$$\begin{bmatrix} f_p \\ f_k \end{bmatrix} \sim \mathcal{N} \left( 0, \begin{bmatrix} k(x_p, x_q) & k(x_p, x_k^*) \\ k(x_k^*, x_q) & k(x_k^*, x_k^*) \end{bmatrix} \right),$$

$\{ f_i(x_i) \mid i = 1, ..., n \}$, $\{ f^*_t(x^*_t) \mid t = 1, ..., m \}$. 

---
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The notation $(\cdot)^*$ is used to distinguish the estimated data from the training data. Additionally, index notation is used to describe the sub-blocks of the covariance matrix, where $k(x_p, x_q)$ would be equivalent to the matrix $k_{pq}$. There are $n$ training point vectors $x$ with function values $f(x)$, and $m$ estimated data point vectors $x^*$ with function values $f^*(x^*)$.

Of the data, we do not know the estimated function values $f^*$. We do know the training data locations $x$ and function values $f(x)$, as well as the desired estimated data locations $x^*$. Following Rasmussen’s derivation,\textsuperscript{31} we condition the normal distribution with the data we do know

$$f|x^*, x, f \sim N(f^*, \mathbb{V}[f^*])$$

which allows us to identify useful relations for estimating a function fit,

$$f^*_k = k(x^*_k, x_q) k(x_p, x_q)^{-1} f_p$$

$$\mathbb{V}[f^*_k] = (k(x^*_k, x^*_k) - k(x^*_k, x_q) k(x_p, x_q)^{-1} k(x_p, x^*_k))_k$$

where $\mathbb{V}[f^*]$ is the covariance of the estimated value $f^*$. These are the relations needed for coding a GPR program. Rasmussen provides an example algorithm that simplifies these relations by using Cholesky decomposition.\textsuperscript{31}

2. Covariance Function

The covariance function models the spatial correlation between data points. It is chosen based on the types of functions that are going to be modeled. Highly-smooth or weakly-smooth functions would be examples of different types of functions that would require different choices of covariance functions. A common covariance function is the Gaussian function of the Euclidean distance between points:

$$k(x_p, x_q) = k(p, q) = \theta_1^2 \exp \left( -\frac{1}{\theta_2^2} \sum_{z=1}^{d} (p_z - q_z)^2 \right)$$

$$\{p_i, q_i, \frac{\partial}{\partial x_i} | i = 1, ..., d\},$$

where $d$ is the number of dimensions, and $p$ and $q$ are the position vectors chosen from the design space $x$. There are two degrees of freedom in the covariance function. These are known as hyper-parameters. In terms of their effect on the function fit, the nominal variance $\theta_1$ is a measure of the amount of variance allowable between points, and the length scale $\theta_2$ is a measure of the range of influence of a point.

3. Adding Gradient Information

Modeling the influence of gradients on the fit involves adding information to the covariance matrix. This requires finding a covariance function to model the correlation between points and derivatives. One approach to do this is shown for Co-Kriging by Chung\textsuperscript{32} by deriving the covariance functions from the definitions of variance and derivative. Another approach suggested by Papoulis\textsuperscript{33} and used for gradient enhanced GPR by Solak\textsuperscript{34} exploits the theorem that the linear operation of an expected value is the expected value of the linear operation. The result from either approach is the same. To include gradient information in the fit, simply take the derivatives of the covariance function:

$$k \left( \frac{\partial}{\partial x_v}, q \right) = \left. \frac{\partial k(p, q)}{\partial x_v} \right|_q$$

$$k \left( p, \frac{\partial}{\partial x_w} \right) = \left. \frac{\partial k(p, q)}{\partial x_w} \right|_p$$

$$k \left( \frac{\partial p}{\partial x_v}, \frac{\partial q}{\partial x_w} \right) = \left. \frac{\partial k(p, q)}{\partial x_w} \right|_p$$

This is where the assumption of a correlation model between function value and its gradient is made. It is a natural and powerful assumption. However, because there will be $d$-times more gradient information than function values, inaccurate gradients can override the behavior of the fit.
The gradient information must be packed into the covariance matrix. This can be done by updating the definition for the covariance function as follows:

$$k(p, q) \rightarrow \begin{bmatrix} k(p, q) & k(p, \frac{\partial q}{\partial x_w}) \\ k\left(\frac{\partial p}{\partial x_v}, q\right) & k\left(\frac{\partial p}{\partial x_v}, \frac{\partial q}{\partial x_w}\right) \end{bmatrix} \quad f_p \rightarrow \begin{bmatrix} f_p \\ \frac{\partial f_p}{\partial x_d} \end{bmatrix},$$

(17)

where submatrix $k(p, q)$ has dimension $n \times n$, and submatrix $k\left(\frac{\partial p}{\partial x_v}, \frac{\partial q}{\partial x_w}\right)$ has dimension $nd \times nd$.

A useful extension of this formulation is estimating the gradients of the response surface given only objective information. This simply involves omitting the blocks associated with the training data gradients but keeping those associated with the estimated data gradients. Given a reasonable amount of objective data, this can be used to build an analytic estimate of the gradients in the design space for those data. While the curse of dimensionality unfortunately constrains this method to low dimensional design spaces, it is still useful for generating an accurate reference when evaluating the errors of the various sensitivity analysis methods.

4. Noise Models
We are able to model several types of noise within the GPR framework. Allowing noise can relax the assumption of exact correlation between objective and gradient information. The effect on the response surface will have the form:

$$f_N^*(x) = f^*(x) + \epsilon,$$

(18)

where $\epsilon$ is a noise model. Adding noise to our model requires us to update our covariance matrix structure:

$$[\sigma] = [k] + [k_N],$$

(19)

where $[k]$ is the full covariance matrix for functions and gradients, and $[k_N]$ is the noise component of the covariance matrix.

A simple but useful model is an independent identically-distributed Gaussian noise with zero mean and given variance. This will only affect the self-correlated covariance terms along the diagonal of $[k_N]$. The noise covariance matrix will then take the form:

$$[k_N] = \begin{bmatrix} \theta_2^2 I_{n', n'} & 0_{n', m'} \\ 0_{m', n'} & \theta_4^2 I_{m', m'} \end{bmatrix},$$

(20)

where $I$ and 0 are identity and zero matrices with $n' = n(1 + d)$ and $m' = m(1 + d)$. Note we have allowed two separate noise hyper-parameters for the function values and gradients. Adding this diagonal component to the covariance matrix relaxes the requirement that the fit exactly honors the training data. Depending on the magnitude of the noise hyper-parameter, the fit will be allowed to stray a certain distance away from the data. This will allow us to model noise in the gradients due to inaccuracies from mesh refinement or the particular sensitiviy method.

An additional approach to modeling noise not explored in this paper could be found in variable fidelity methods. Much work has been done building Kriging formulations that allow the scaling of function samples for different data sources. This allows the response surface model to capture function trends while being flexible with respect to function values. Such a model could be applied to gradients possessing bias errors, and investigating them is an area of future work.

5. Data Scaling
Steps are taken to improve numerics and generality of the method by scaling the data based on the initial LHC sample. The sampled objective function range, and design variable bounds are linearly scaled according to:

$$f = f' \cdot f_{\text{ref}} + f_{\text{off}} \quad \text{s.t.} \quad [\min(f), \max(f)] \rightarrow [0, 1]$$
$$x_z = x'_z \cdot x_{z, \text{ref}} + x_{z, \text{off}} \quad \text{s.t.} \quad [\min(x_z), \max(x_z)] \rightarrow [0, 1], \quad z = 1, \ldots, d$$

(21)
Several benefits are realized from scaling the data past improving the condition of the covariance matrix, if we can assume the response surface is smooth with a nominal amount of variation. First, we can approximately say the variation of data in all design variables is brought to be the same order of magnitude. This allows us to assume isotropy of variation in each dimension and reduce the number of length scale parameters to one. This significantly reduces the computational cost of hyperparameter learning. Second, this allows us to claim that the scaled magnitude of the noise parameters for $f$ and $\frac{\partial f}{\partial x}$ are of the same order of magnitude. This is important since the value of the noise in the gradients is difficult to estimate a-priori. Finally, it makes the problem robust to more design problems, where different design parameters of different scales can be mixed without having to learn separate length scales.

6. Hyper-parameter Selection

To use the covariance function, the hyper-parameters $\theta_1-\theta_4$ must be chosen. Different values will yield different fits, each being a different view of the data. We present the method of tuning the required hyper-parameters by maximizing Marginal Likelihood.\textsuperscript{31}

Marginal Likelihood measures how well a given set of hyperparameters describes the training data. Find its argument maximum is a common way to select hyperparameters for GPR. It can be defined mathematically with:

$$\log p(f_p|x_p, \theta) = -\frac{1}{2} f_p^\top [\sigma]^{-1} f_p - \frac{1}{2} \log ||[\sigma]|| - \frac{n}{2} \log 2\pi,$$

where $\theta$ is a vector of hyper-parameters. Maximizing the marginal likelihood is itself an optimization problem. This problem can be solved with a gradient based optimizer, however the space is not guaranteed to be convex. This study used modified Newton’s method with multiple starting locations chosen with Latin Hypercube sampling to account for multiple local minima.

In order to avoid honoring the gradient information over the objective function information, we constrain the noise hyperparameters according to

$$\theta_3 < \theta_4.$$

If we had not scaled the gradient data to the same order of magnitude as the objective data, this constraint would not be appropriate. The constraint is especially important in a problem with inaccurate gradient information, as the presence of high-dimensional gradients can overpower the objective data and result in a response surface with high error at the training data locations.

III. Numerical Experiments

In the CFD examples shown in this section, we show the objective and gradients of lift, and drag of a NACA0012 airfoil for varying magnitudes of a Hicks-Henne bump function. Free-stream flow conditions were set at Mach 0.8 and an angle of attack of $1.25^\circ$. All data was simulated with a second order Euler scheme and converged by ten orders of magnitude and output with sixteen digits of precision. While experience tells us that this problem is only physically representative to one count ($10^{-4}$), we need to minimize the dependence of finite-difference gradients and post-processing error calculations on the rounding error.

A. NACA 0012 Single Design Variable Sweeps

We compared the trends and values of the gradients for continuous adjoint and finite difference based sensitivity analyses, at 41 different magnitudes of a single Hicks-Henne bump function, on the lower airfoil surface at the mid-chord. Our reference for error estimation was the response surface based approach to estimating gradients in a low-dimensional design space. If we accept the direct solutions as physically representative, then an accurate response surface based on only the training data should produce a physically representative gradient for that data because we are able to arrive at them analytically. This makes it a useful basis for error calculation.

In Figure 6 we are comparing various sensitivity analysis methods for the baseline 20-thousand cell mesh. These methods include the continuous adjoint approach, and finite differencing with various step sizes.

The mean error of the various gradient methods relative to the surrogate model reference is shown in Table 1. These errors are calculated by normalizing the absolute difference of the test gradient and reference
gradient by the min-to-max spread of the reference gradient. Because these measure the accuracy of the gradients in a cross section of the design space, they can be seen as a measure of the design-wide accuracy of the method.

It can be seen that the continuous adjoint gradients are smooth but possess a bias offset on the order of 2% for drag and 10% for lift, which indicates a de-correlation error. This would be a major difficulty if the data were used for response surface methods that assume no correlation error.

In contrast, low bias error but short-scale noise can be seen occurring in the finite difference gradients. There are especially large magnitude errors present in step lengths $10^{-3}$ and $10^{-5}$. A closer look at the noise is shown in Figure 7. The source of the noise is presumably from various shock lines moving between cells during perturbation. The accuracy of the shock is limited by the numerical resolution of the grid, and the need for three nodes to define the location. With small perturbations, this limitation begins to show itself as noise in the design space.

![Figure 6: Baseline Mesh Objective and Gradient Sweeps](image)

<table>
<thead>
<tr>
<th>Gradient</th>
<th>Adjoint</th>
<th>FinDiff $10^{-3}$</th>
<th>FinDiff $10^{-4}$</th>
<th>FinDiff $10^{-5}$</th>
<th>FinDiff $10^{-6}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lift</td>
<td>9.9%</td>
<td>1.8%</td>
<td>1.4%</td>
<td>2.6%</td>
<td>1.3%</td>
</tr>
<tr>
<td>Drag</td>
<td>2.0%</td>
<td>1.3%</td>
<td>0.26%</td>
<td>0.43%</td>
<td>0.20%</td>
</tr>
</tbody>
</table>

Table 1: Baseline Mesh Gradient Errors

The performance of the $10^{-3}$ step is likely due to the favorable amount of smoothing it performs with its larger step length. This of course may trade accuracy in some design spaces that are not as smooth as the current. We also note that the continuous adjoint estimation of the lift gradient is less accurate than the estimate of the drag gradient. This is because our surface based adjoint approach relies on a central differencing scheme with artificial dissipation constants that were calibrated for the drag gradient. While we could conceivably tune these parameters for the lift gradient, we are trying to avoid internal modifications to the adjoint method in favor of treating it as a black box and applying post-processing fixes.

We should be cautious choosing the $10^{-6}$ despite its apparent accuracy because in a second order scheme, perturbations less than $1/\Delta x^2$ (in a smooth 1D problem) are sensitive to numerical dissipation. Thus for this geometry, design variable and flow conditions, we can observe that the finite difference step of $10^{-3}$ results in the most physically representative estimation of the gradient.
Exploring the idea of smoothing sensitivities, we applied the Sobolev gradient to the continuous adjoint surface sensitivities. The result in the design space is shown in Figure 8a. In this case, we have chosen the \( \varepsilon \) scaling factor to be \( 10^{-4} \) by trial and error. We can see that the error of the gradients is being resolved for drag and partially for lift around the center of the design space. This suggests that at least some error in the adjoint based gradient can be explained by numerical noise in the surface sensitivity calculation.

Figure 7: Detail of Finite Differencing Noise

Figure 8: Gradient Sweeps - Surface Sensitivity Improvement Studies

(a) Surface Sensitivity Smoothing

(b) Mesh Adaptation
Finally, we applied various adaptation schemes to the gradient analyses in Figure 8b. At every design point a new adaptation study is performed from the deformed baseline mesh. The first approach to adapting the adjoint solution shown is one that adapts only the direct solution (1-Step). The effect on the design space gradients is the introduction of large amplitude noise and differing segments of bias offsets in sections of the design spaces. The second approach, which adapted the direct and then the adjoint solution (2-Step) unfortunately resulted in even poorer gradient behavior. By comparison, the effect of adaptation on finite-differencing was much less severe, although additional errors appear over those of the baseline mesh.

Unfortunately, the Laplacian smoothing approach was unable to correct the adapted gradients in this study and in fact reduced the accuracy of the gradients. In general we have observed inconsistent results when smoothing the sensitivities on adapted meshes, which suggests that a major source of the error may be coming from within the adjoint numerical scheme. Exploring this will be a line of future work.

B. Surrogate Based Optimization of an Analytical Test Problem

Given the presence of gradient bias error, it may be useful to see its effect in a simple and controlled RSM test case. In this example we examine a response surface fit of a two-dimensional parabola.

The effect of gradient bias error on the response surface was first simulated by scaling the gradient values of a set of sampled training data. The errors were applied according to the equation,

$$\frac{\partial y}{\partial x} = (1 + \Delta) \frac{\partial y}{\partial x},$$

(24)

where $\Delta$ is the amount of relative error being added to the gradients.

Figure 9 shows that a simulated bias error of 4% corrupted the response surface in a way that actually formed a new minimum at the boundary of the design space. The error in the function value and location for this case are shown in Table 2a. We can see that this error grows with increasing gradient bias error.

![Figure 9: Response Surfaces for Example Noisy Regression](image)

(a) Simulated Gradient Bias Error: 0%  
(b) Simulated Gradient Bias Error: 4%
In reality, a set of perfectly chosen training point locations will not be available. We will only have the initial samples to start with and convergence criteria to know when to stop refining. A second example study was run for the case of design space refinement with gradient bias error. The errors and number of iterations needed are shown in Table 2b. In this simple problem, the RSM was actually able to find the local minimum with desired accuracies, but at the cost of more function evaluations. Note however that the problem with a bias error of 10% failed to converge.

![Table 2: Convergence and Error Data for Example Noisy Optimization](image)

### C. NACA 0012 Response Surfaces

We now apply our gradient enhanced GPR technique to training data from the NACA0012 test case with two Hicks-Henne bump functions on the top and bottom of the airfoil at mid-chord.

In the following examples shown in Figures 10 - 12, we generate a response surface with 20 latin hypercube sampled training data with continuous adjoint based gradients. We then compare the effect of changing the amount of noise the response surface is allowed to model. For reference we compare the fits to a response surface generated from a 10x10 grid of direct solution data only.

The data shows in Figure 10 that if a noise of 1e-3 (in dimensions of the design variable) is allowed in the response surface, a reasonable quality fit is achieved with 3.3% mean estimation error in the lift objective, and 1.2% mean estimation error in the drag objective. Finite difference gradients result in a higher quality fit, as shown in Figure 11. If noise is not allowed, or restricted to be very low as in the case of Figure 12, then the accuracy of the response surface degrades significantly. Again as in the analytical case, we see the appearance of additional local minima. This reflects a major observation of this study that response surface with noise-tolerant covariance models are more robust to gradient inaccuracies.

### D. NACA 0012 Gradient Based Optimization

We examined the effect of the gradient smoothing techniques on gradient based optimization. In this example we minimize the drag of the NACA0012 case while holding lift fixed and varying ten Hicks-Henne design variables. In Figures 13 - 14, we are plotting the objective and constraint values in the optimization history at every function evaluation, which thus includes sub-iterations. In these figures, a sub iteration can be identified if it does not improve the objective. Sub iterations that show large reductions in performance can be loosely indicative of an inaccurate update of the Hessian estimate. We also are interested in minimizing the number of sub-iterations in order to improve the overall convergence of the optimization.

In the Figure 13a, we see that finite differencing with a step of 1e-6 results in several large amplitude sub-iterations and several iterations which violate the constraint, while the other two methods have smoother convergence. This suggests that the 1e-6 finite differencing (which would have been chosen by automatic finite differencing techniques) is struggling to produce accurate gradients.

In Figure 13b, we see the effect of adaptation on the convergence. The large amplitude errors of the 1e-6 finite differencing remain, and adjoint gradients develop two poor sub-iteration steps. The 1e-3 finite difference run remains largely unaffected. This reflects a recurring observation we have made during this...
Mean Errors: Lift Objective: 3.3%; Lift Gradient: 10.9%; Drag Objective: 1.2%; Drag Gradient: 3.4%

Figure 10: Example RSM with Adjoint Gradients, Noise Tolerance = 1e-3

Mean Errors: Lift Objective: 0.31%; Lift Gradient: 4.0%; Drag Objective: 0.75%; Drag Gradient: 2.2%

Figure 11: Example RSM with Finite Difference Gradients, Noise Tolerance = 1e-3

Mean Errors: Lift Objective: 5.5%; Lift Gradient: 50.8%; Drag Objective: 4.8%; Drag Gradient: 12.8%

Figure 12: Example RSM with Adjoint Gradients, Noise Tolerance = 1e-10
study that physically representative choices of finite differencing steps tend to be more robust to changes in problem discretization.

Figure 13: 10-DV Gradient Based Optimizations of NACA0012

Figure 14 shows the effect of the Sobolev filter on the NACA0012 optimization problem. Compared to adapted adjoint run, it has smoothed out the large amplitude sub-iteration errors, presumably by improving the estimation of the Hessian. While this result is unexpected given the result previously in Figure 8b, it could be the case that across several design variables the smoothing technique is helping the optimizer choose a useful search direction for this problem.

Figure 14: Optimizations of NACA0012 with Adaptation and Smoothing
IV. Conclusions

The main goal of this paper was to develop post-simulation approaches that make optimal shape design methods more robust to inaccurate gradients. A core component of the study relied on the NACA0012 airfoil optimization problem. The relevance of these data stands on the fact that the problem is a standard test case. With it we demonstrated that the basic adjoint-based gradients have bias errors that can corrupt response surface models by as much as 10%. Based on insight from our parabolic test case, this much error could prevent the convergence of a surrogate based optimization. We also demonstrated that minor modifications to the working gradient based optimization case in the form of adaptation can result in adjoint and finite difference gradient errors that add several iterations or also prevent convergence. If the method is struggling with these problems for this simple case, we can expect to meet similar problems for more complicated cases including three-dimensional aircraft.

Several contributions were developed in the course of addressing these problems. First, we used an RSM-based gradient estimation technique which analytically solves for the gradient of a response surface fitted to a dense sampling of performance objectives. This was useful for providing a physically relevant reference gradient for error estimation, and allowed us to identify a finite difference step size that was robust to mesh adaptation. Second, we built a response surface model capable of learning training data noise in order to increase the robustness of SBO methods. Third, we applied the Sobolev gradient to condition continuous adjoint surface sensitivities before projecting them into the parametric design space. And finally, we suggested a two-step mesh adaptation schedule to account for the difference in flow features between the direct and adjoint solutions.

In observing the different magnitudes of error between the continuous adjoint estimates for lift and drag gradients, we can identify an area of future work. Our continuous adjoint solution relies on a dimensional artificial dissipation term, which makes it sensitive to the performance objective of interest. Lift and drag have sensitivities of different orders of magnitude, so the dimensional dissipation we used across both problems could be responsible for their different magnitudes of error. Thus future work could be found developing adjoint solution methods that are independent of the chosen objective function.

Finally, we observed that continuous adjoint gradients errors have similar trends in a design space as their response-surface reference gradients, but had a biased offset indicative of correlation error. While we found that an RSM which models independent noise is robust to these errors, other approaches that model correlated noise or apply variable fidelity methods could perform better. This is another area of future work.
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